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ABSTRACT 
 

N-methyl-D-aspartate receptors (NMDARs) have strong effects on fast excitatory synaptic transmission in the brain and are 
essential for brain development, memory, and learning functions. NMDARs dysfunction cause not only complex neurological 
diseases and disorders (such as Alzheimer’s disease, Autism Spectrum Disorder (ASD), depression, stroke, epilepsy, and 
schizophrenia) but also different cancers. Thus, introducing new potential compounds affecting NMDARs can facilitate the 
treatment of different diseases and disorders. In this study, different machine learning models were trained to predict the 
biological activities of chemical compounds on NMDARs. Application of these models provides the possibility of predicting 
the biological activities of new molecules in a short period of time and reducing the total costs of the drug discovery 
procedure. 
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1. Introduction 

Fast excitatory synaptic transmission in the brain 
has a complicated mechanism and can be facilitated 
by the function of ionotropic glutamate receptors 
(iGluRs) including a-amino-3-hydroxy-5-methyl-4-
isoxazolepropionic acid (AMPA) receptors, kainate 
receptors, and N-methyl-D-aspartate receptors 
(NMDARs). The activity of these receptors is 
necessary for brain development, memory, and 
learning functions. NMDARs dysfunction cause 
complex neurological diseases and disorders 
including Alzheimer’s disease, Autism Spectrum 
Disorder (ASD), depression, stroke, epilepsy, and 
schizophrenia (1, 2). Many studies have shown that 

NMDARs are overexpressed in different kinds of 
cancers, such as neuroendocrine/ductal pancreatic 
cancers and breast cancers to mediate signaling for 
invasive tumor growth and brain metastasis, 
respectively (3). Therefore, there are pressing needs 
to introduce new potential therapeutic compounds 
affecting NMDARs to facilitate the treatment of not 
only neurological diseases and disorders, but also 
cancers. 

The most important challenges and hurdles in drug 
design and development procedures are time 
consumption and high costs. Processing and 
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analyzing the large amounts of data in genomics, 
proteomics, microarray data, and clinical trials are 
other obstacles in the process of drug design and 
development (4). Artificial intelligence (AI) fields such 
as machine learning have paved the way to tackle 
these challenges and have been implemented in 
different drug discovery procedures. The greatest 
pharmaceutical companies around the world use AI 
and computer-aided methods in different stages of 
pharmaceutical industry, such as drug discovery, 
clinical trials, and manufacturing (5-8). Using machine 
learning models to quantitatively predict the 
biological activity of chemical compounds on drug 
targets has created a great opportunity for rational 
drug design and discovery processes (9). 

In this study, different machine learning algorithms 
will be used to build predictive models for the 
biological activities of chemical compounds on 
Ionotropic Glutamate NMDA Receptors. The 
predictive quality of these models will be evaluated 
and compared with each other to distinguish the best 
model in this regard. 

 

2. Protocol 

  2-1- Data Collection 

    Python programming language has been used to 
implement the entire process of this research. The 
ChEMBL web service package (10) was installed to 
retrieve bioactivity data from the ChEMBL Database. 
Then, the necessary libraries such as pandas were 
imported. After that, the target protein, which is the 
Ionotropic Glutamate NMDA Receptor, was searched 
and a “Target DataFrame” was created. The target in 
the form of a single protein belonging to Homo 
sapiens was selected for further investigations. A 
variable called “activity” was defined, and by 
applying two filters according to the target ChEMBL 
ID, the IC50s were downloaded. The “Standard Type” 
column defines the IC50s and the “Standard Value” 
column defines the potency of the compounds. 
Another DataFrame was written to get a CSV file 
including the bioactivity data. Finally, the data 
missing the IC50 values were eliminated. 

2-2- Data Pre-processing 

    For data pre-processing of the bioactivity data, 
and for the benefit of creating machine learning 
models the compounds were categorized into three 
groups as “active”, “inactive” and “intermediate” 
compounds. Compounds having values of less than 
1000 nM were considered to be “active”, while those 
greater than 10,000 nM were considered to be 
“inactive”. The values between 1,000 and 10,000 nM 
were referred to as “intermediate”. The condition 
codes were used to label the compounds as 

described. The rows containing the same molecule 
ChEMBL ID were removed to avoid redundancy (11). 
Finally, a CSV file was created containing the 
molecule_chembl_id, canonical_smiles, 
standard_value, and bioactivity_class. 

2-3- Exploratory data analysis (EDA) 

    In this step, RDkit and Mordred were installed. 
RDkit allows computing the molecular descriptors for 
the compounds in the dataset that have been 
compiled from previous steps. The Lipinski 
descriptors were calculated. The SMILES notations of 
the compounds were as inputs for this calculation. 
The SMILES notations contain the chemical 
information with exact atomic details of the 
molecule.  The CSV file containing Lipinski descriptors 
was combined with the dataframe from the curated 
data in the previous part by using “pd.concat” 
function, to have the standard values and the 
bioactivity class columns together. 

The standard values (IC50) were converted to the 
pIC50 (negative logarithmic transformation) scale. 
Because the original IC50 values have an uneven 
distribution of the data points, thus to make a more 
even distribution, a negative logarithmic 
transformation should be applied.  After this step, 
the intermediate biological activity class was 
removed. 

Exploratory data analysis (Chemical space Analysis) 
via Lipinski Descriptors allows us to investigate the 
chemical space. The seaborn and matplotlib libraries 
were imported to create the plots, such as the 
frequency plot of the two biological activity classes, a 
scatter plot of Molecular Weight (MW) versus LogP, 
and a pIC50 values distribution plot to see the 
distribution of the “active” and “inactive” 
compounds. 

After that, the Mann-Whitney test was used to look 
at the difference between the two biological classes. 
It compares the “active” and the “inactive” classes to 
see whether there is a statistical significance for the 
pIC50 variable. All the files from the Mann-Whitney 
were saved as CSV and the box plots were saved as 
PDF files. 

2-4- Calculating additional descriptors 

    The PADEL-descriptor software was downloaded 
to calculate the molecular descriptors. Pandas library 
was downloaded. In the next step, the calculation of 
molecular fingerprints (Pubchem fingerprints) was 
performed by running bash padel.sh. This program 
automatically cleans the chemical structures by 
removing salts and small organic acids from the 
chemical structures. After the calculation of the 
descriptors, the output file was prepared in the form 
of a CSV file. After that, the X and Y data matrices 
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were created. The X data matrix is comprised of 
molecular descriptors, which are the Pubchem 
fingerprints. The Y data matrix contains the pIC50 
values. Finally, the X and Y matrixes were combined. 

2-5- Model Building 

    In order to make different machine learning 
models, the lazypredict library was installed. The 
other necessary libraries, such as pandas, seaborn, 
and also sklearn were imported. The dataset was 
downloaded from the previous steps. The data was 
split into X and Y variables. For data pre-processing, 
the low variance features were removed. The data 
were split in an 80/20 train and test ratio (12). After 
that, about 30 machine learning models were built. 
The machine learning algorithm was assigned into a 
classifier variable. The results from the predictions 
were assigned to the train and test variables. In this 
way of model building the default parameters for all 
the machine learning algorithms were used. The 
model performances were visualized using bar plots 
of the coefficient of determination (R-squared or R2), 
Mean Squared Error (RMSE) values, and the 
calculation time. 

 

3. Results and Discussion 

In this study, the Ionotropic Glutamate NMDA 
Receptor was selected as the biological target. 
NMDAR dysfunction can cause neurological diseases 
and disorders and also some kinds of cancers. The 
ChEMBL database was selected to retrieve the data 
related to the biological activities of the compounds 
on NMDA Receptor. ChEMBL is known as a reliable 
source of data in the fields of drug discovery and 
medicinal chemistry research. It provides different 
categories of data, such as standardized bioactivity, 
target, molecule, and drug data extracted from 
multiple sources. The biological activities related to 
the Ionotropic Glutamate NMDA receptors in the 
form of a single protein belonging to Homo Sapiens 
were downloaded. After pre-processing, the data was 
used to construct ML models, which are technically 
known as Quantitative Structure-Activity Relationship 
(QSAR).  The development of such QSAR models 
holds great values for drug discovery projects. 
Particularly, it allows scientists to understand the 
origins of the biological activity. The interpretation of 
the model provides the opportunity to design a 
better drug. The biological activities were defined as 
IC50 values, which shows the potency of the 
compounds. The lower the number of IC50s, the 
better the potency of the drug becomes. Thus, 
ideally, the compounds with lower IC50 values mean 
that the inhibitory concentration at fifty percent will 
have a low concentration. Labeling the compounds as 
“active”, “inactive” and “intermediate” was 

performed according to IC50 values. Compounds 
having values of less than 1000 nM were considered 
to be “active”, while those greater than 10,000 nM 
were considered to be “inactive”. As for those values 
in between 1,000 and 10,000 nM were referred to as 
intermediate (13). 

The calculation of Lipinski’s descriptors (MW, logP, 
No. H-bond donors and No. H-bond acceptors) 
provides the possibility to look at the chemical space. 
The plots, such as the frequency plot of the two 
biological activity classes, scatter plot of MW versus 
LogP and pIC50 values were created (Figure 1). The 
plots visualizing the biological activity classes show 
the distribution of the “active” and “inactive” classes. 
Because of the fact that, the threshold had been 
defined for the “active” and “inactive” classes (IC50 < 
10000 nM = actives while IC50 > 10000 nM  = 
inactives), it had been expected to see the difference 
in IC50 distribution of the two classes. The pIC50 
distribution of the active compounds is vaster than 
inactive compounds. According to the distribution 
plots in Figure 2, the active and inactive compounds 
have completely different LogP values, but there is a 
small overlap between the values of molecular 
weights in active and inactive compounds. 

The Mann-Whitney test was applied to look at the 
difference between the two biological classes. It 
compares the active class and the inactive class to 
see whether there is a statistical significance for the 
pIC50 variable. Taking a look at pIC50 values, the 
actives and inactives displayed statistically significant 
differences. Lipinski’s descriptors: (MW, LogP, 
NumHDonors, and NumHAcceptors) show statistically 
significant differences between active and inactive 
compounds. 

The PADEL-descriptor software was applied to 
calculate PubChem fingerprints as molecular 
descriptors. The difference between the Lipinski’s 
descriptors and the molecular fingerprints is that the 
Lipinski’s descriptors will provide us with a set of 
simple molecular descriptors that essentially will give 
us a quick overview of the drug-like properties of the 
molecule. The PubChem fingerprints describe the 
local features of the molecule, but the Lipinski rule of 
five describes the global features of the molecule 
particularly the molecular size, the solubility, and the 
number of hydrogen bond donors and acceptors. The 
local features for the PubChem fingerprints will 
describe each molecule by the unique building blocks 
of the molecule. The way in which the building blocks 
are connected will create unique properties for the 
drug and that is the essence of drug discovery and 
drug design. Therefore, we have to find a way to 
rearrange the building blocks in such a way that the 
molecule provides the most potency toward the 
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target protein, considering safety and toxicity to 
avoid side effects. 

 

  

Figure 1. (A) The frequency plot of the two biological activity classes, (B) scatter plot of MW versus LogP and (C) pIC50 values 
distribution for the active and inactive compounds (Design by Authors- 2024) 

 

Figure 2. (A) LogP values distribution (B) MW values distribution (C) Number of hydrogen bond acceptors distribution (D) 
Number of hydrogen bond donors distribution for the active and inactive compounds (Design by Authors - 2024) 

A B 

C 

A B 

C D 
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For model building, the lazypredict library was 
used. The data was comprised of 95 compounds with 
881 descriptors. For data pre-processing the low 
variance features were removed. The number of 
features reduced from 881 to 121 descriptors. The 
data were split in an 80/20 train and test ratio. After 
that, about 30 machine learning models were used to 
predict the biological activities. Finally, R2 and RMSE 
parameters were calculated for the evaluation of the 
models and selection of the best method that best 
fits with the present data. 

R2 is generally calculated for the evaluation of the 
regression machine learning models. For non-linear 
regression models, greater R2 values mean that the 

model is fitted the data better and provides more 
accurate predictions. According to the R2 values that 
are presented in Figure 3, Decision Tree Regressor, 
Extra Tree Regressor, Gaussian Process Regressor, 
are the best models for this dataset. RMSE is another 
way to evaluate the model performance. It is a 
measure of the average difference between the 
predicted values and the actual values. The lower the 
RMSE value, the better the performance of the 
model is for the prediction. Therefore, the best 
models in this study based on RMSE values are tree-
based regression models.  As it is presented in Figure 
3 and Figure 4 the results from the RMSE and the R2 
values completely match with each other. 

 

Figure 3. Bar plot of R-squared (coefficient of determination) values for the evaluation of the machine learning models. 
(Design by Authors - 2024) 
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Figure 4. Bar plot of RMSE (Root Mean Squared Error) values for the evaluation of the machine learning. (Design by Authors - 
2024) 

 

Conclusion 

In the present study, different machine learning 
models were trained for the prediction of biological 
activities of chemical compounds on NMDARs. Data 
was collected from the ChEMBL Database. The 
Lipinski descriptors and PubChem fingerprints 
descriptors were calculated as independent features 
for model training. The R2 and RMSE values were 
calculated for the evaluation of the model 
performance. Consequently, the experimental results 
demonstrated that tree-based regression models 
have better performance than other methods. 
Moreover, application of these models provides the 
possibility of predicting the biological activities of 
new molecules in a short time and reducing the total 
costs of the drug discovery procedure. 
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